On-line motion pattern recognition algorithm for moving objects in Spark environment
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Abstract: Apache Spark is an emerging engine for big data processing, developed by AMPLab at the University of California, Berkeley. Its main feature is to provide a clustered Distributed memory abstract RDD (Resilient Distributed Dataset), an immutable set of records with partitions, and a programming model in Spark. RDD in Spark has two types of operations, transformations and actions. Transformation refers to an operation that results in a new RDD, action refers to getting a numerical result through operation. Based on Spark programming framework, an online motion pattern recognition algorithm for moving objects is proposed, which takes the characteristics of stopping points into consideration. The experimental results show that the algorithm improves the recognition accuracy with the increase of training trajectory, and improves the execution speed of the algorithm in the big data environment.

1. Introduction

The architecture of Apache Spark is shown in Figure 1, the main feature is to provide a clustered Distributed memory abstract RDD (Resilient Distributed Dataset), an immutable set of records with partitions, and a programming model in Spark. RDD in Spark has two types of operations, transformations and actions. Transformation refers to an operation that results in a new RDD, including map, flatMap, filter, etc. Action refers to getting a numerical result through operation, including collect, reduce, etc. Spark and Hadoop are both important projects in distributed computing architecture. Hadoop solves the problem of reliable storage and processing of big data, it has two important parts. The first is HDFS, a cluster composed of several computers, is used for distributed storage of files, while multiple copies are stored on different machines to ensure reliable storage of data. The second is MapReduce, Hadoop provide abstraction of Mapper and Reducer. On an unreliable cluster composed of multiple computers, large data sets are processed concurrently and distributed, and complex steps in the process of specific Map and reduce are encapsulated. Users only need to call the interface, which greatly facilitates users.

![Figure 1. Spark ecosystem.](image-url)

However, MapReduce has some disadvantages that make it more complicated to use. For example, it only provides two operations, Map and Reduce, which lacks expression power. The processing logic is hidden in the details of the code and there is no overall logic. Intermediate results are also
placed in the HDFS file system, and the reduceTask needs to wait for all maptasks to be completed before it can start. Furthermore, the high delay time, only Batch data processing, for interactive data processing, real-time data processing support is not enough.

But Spark solves some of the problems of MapReduce. For example, RDD abstract model is used to make the code more concise, provide many transformations and actions, such as join, groupBy, etc., which make the operation easier. The intermediate results are stored in memory first, and only when the memory is insufficient can they be stored in the local disk, so that the data can be read faster. Data is cached in memory to improve the speed of iterative calculation. Therefore, this chapter selects Spark as the programming framework for parallel computing. The parallel algorithm is mainly divided into two stages, namely the training stage and the test stage. There are four parallel parts in the training stage, including motion feature extraction, stop point cluster rule mining and path rule mining, stop point feature construction and classifier learning. The parallelism in the test stage is divided into three parts, which are the parallel extraction of motion features, the parallel construction of stopping point features and the parallel prediction of classifier.

2. Algorithm idea and description

The input data stream passes through the Spark Streaming receiver, the data is shred into DStream (the logical abstraction of the Streaming data in Spark Streaming), and the DStream is then processed in parallel by Spark Core's offline computing engine. All new tracks during online training are placed in a DStream. The stopping points are extracted in parallel, and then the original cluster of stopping points is broadcast to each node. When Dstream itself joins the cluster of the stopping point after the update, the stopping point cluster pair is obtained. The original trajectory network graph and the mapping relationship between the old and new clusters are broadcast to each node, and the trajectory network graph is updated in parallel. The trajectory network diagram, the current rule set and the mapping relationship between the old and new clusters are broadcast to each node, and the stopping point cluster rules and path rules are updated in parallel. Finally, the updated rules are used to extract the motion feature and stopping point feature for each trajectory in parallel. After the trajectory feature is obtained, the Bagged decision tree classifier is updated in parallel.

3. Experiment and result analysis

In order to verify the effectiveness and operation efficiency of the online recognition algorithm of moving object motion mode considering the characteristics of stopping points and the parallel algorithm under Spark environment, the following experiments are carried out:

3.1 Algorithm effectiveness experiment

In order to verify the online learning ability of the online recognition method, the online recognition method was compared with the following offline methods: Offline algorithm: no online algorithm is used to update the cluster rules and path rules of stopping points, as well as the classifier. The test trajectory is directly built up with the rules obtained by the off-line algorithm, and the original classifier is used to predict the trajectory motion pattern. In addition, by changing the increment ratio, the accuracy of on-line recognition method and off-line recognition method is detected under different increment ratio. The accuracy of each method was evaluated using a 50% fold cross test. The identification accuracy of online and offline methods with different incremental proportions is shown in table 1.
Table 1. Comparison of recognition accuracy between offline algorithm and online algorithm with different increment ratio.

<table>
<thead>
<tr>
<th>Incremental proportion</th>
<th>The offline algorithm</th>
<th>The online algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>30%</td>
<td>0.764</td>
<td>0.835</td>
</tr>
<tr>
<td>40%</td>
<td>0.759</td>
<td>0.839</td>
</tr>
<tr>
<td>50%</td>
<td>0.760</td>
<td>0.840</td>
</tr>
<tr>
<td>60%</td>
<td>0.752</td>
<td>0.835</td>
</tr>
<tr>
<td>70%</td>
<td>0.739</td>
<td>0.838</td>
</tr>
</tbody>
</table>

It can be found that the online algorithm is better than the offline algorithm (no longer updating the stopping point cluster rule, path rule and classifier) in the case of different increment ratio when the classification model is constantly updated with the increase of training track set, so as to achieve higher recognition accuracy. At the same time, the online algorithm's recognition accuracy changes stably under different increment ratio, while the offline algorithm fluctuates greatly.

The off-line algorithm is used to mine the number of training tracks of stopping point cluster rule and path rule under different increment ratio. The more important rules are mined, the easier it is to improve the recognition accuracy. In general, online moving object motion pattern recognition algorithm can obtain better recognition accuracy than offline algorithm in the case of increasing training track.

3.2 Operating efficiency of the algorithm

In order to verify the efficiency of the online recognition algorithm, this algorithm is compared with the simple online recognition algorithm. The simple online recognition algorithm means that when the new training track comes, the original training track is merged with the new training track, the stopping point cluster rule and the path rule are mined again, and the classifier is constructed. Experiments were carried out under different incremental proportions to test the time cost of online recognition algorithm and simple online recognition algorithm respectively. The final experimental results are shown in Figure 2.

![Figure 2. Comparison of running time under different increment ratio.](image-url)
As can be seen from the figure, the running time required by a simple online recognition algorithm in different incremental proportions is greater than that of the online recognition algorithm, so the online recognition algorithm can update the stopping point cluster rules, path rules and classifiers used in the motion pattern recognition more quickly.

3.3 Parallel algorithm operation efficiency experiment

In order to verify the execution efficiency of online recognition algorithm of moving object motion pattern considering stopping point feature in Spark environment, this section only conducts experiments on the time required for online updating classifier stage. Experiments were carried out on a cluster of 18 working nodes using trajectory data sets of different specifications.

As can be seen from the figure, when the data set is small, the running speed of the algorithm on 18 nodes is not much different from that on a single node. This is because the parallel algorithm is used for data communication between nodes most of the time when the data volume is small. When the data is large, the algorithm runs much faster on 18 nodes than on a single node. Because most of the time is spent performing computational tasks, parallel algorithms are performed by multiple machines in parallel. In order to analyze the acceleration of parallel algorithm in cluster environment, 2, 6, 10, 14 and 18 computing nodes were used for experiments.

It is found from the figure that with the increase of the number of nodes, the running time of the algorithm decreases gradually, and the reduction is smaller and smaller. This is because the increase of the number of nodes leads to the increase of the resources involved in the calculation and the increase of the communication overhead between nodes.

4. Conclusion

When the training track with label comes continuously, the cluster rule and path rule of stopping point can be updated in time, as well as the classification model, so as to improve the scalability of the algorithm. Based on Spark programming framework, an online recognition algorithm of moving object motion pattern based on Spark is proposed. Experimental results show that the algorithm improves the recognition accuracy and the execution speed with the increase of training track.
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