Analysis and Predication of Stock Price of China Eastern Airlines Based on ARIMA-GARCH Model
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Abstract: This paper takes the daily data of the historical closing price of China Eastern Airlines (600115) as the sample series, and uses some models in time series to analyze and forecast its price. First, the ARMA model is established by analyzing the sample series. Secondly, the obvious conditional heteroscedasticity in the residual error of the model is found after the ARCH testing, and a more reasonable ARIMA-GARCH model which can eliminate the conditional heteroscedasticity is set up. Finally, this paper forecast the closing price in the next three days. The result of empirical analysis shows that the model is effective and accurate. This has a certain guiding significance for the decision-making of investors.

1. Introduction

It is difficult to predict the stock price accurately because of many factors such as market supply and demand. At present, there are more qualitative researches than quantitative ones on the prediction of stock price. Time series analysis is a statistical method which uses the past historical data to predict the future development trend according to the continuous law of the development of objective things. Because the price of stock is sensitive to time, it is a feasible method to establish time series model to predict stock price [1].

There are two hypotheses to establish the time series model to predict the stock price. One is that the stock price will not change suddenly, but will change in a relatively small range. The other is that the past and current prices may predict the trend of the price in future. Only time factor is considered here, and other factors affecting stock price fluctuation are ignored. This determines that in general, time series analysis is significant for short-term prediction and has great limitations for long-term prediction.

2. ARIMA-GARCH Model

2.1. ARIMA (p, d, q) Model

ARIMA (p, d, q) model is suitable for non-stationary time series. In theory, any non-stationary time series can be fitted with ARMA model if it is stationary after difference. ARMA model, an autoregressive moving average model, is a kind of time series model. It was proposed by box and Jenkins in 1970s. The model is expressed as follows:

\[ X_t = \phi_0 + \sum_{i=1}^{p} \phi_i X_{t-i} + \varepsilon_t - \sum_{j=1}^{q} \theta_j \varepsilon_{t-j} \]

(1)

In this equation, \( \{\varepsilon_t\} \) is white noise sequence and \( \phi_p \neq 0, \theta_q \neq 0 \). ARMA model includes both autoregressive AR term and moving average MA term. In the selection of the model, the characteristics of ACF (Autocorrelation coefficient function) and PACF (Partial autocorrelation coefficient function) of stationary series samples should be examined [2].
2.2. ARCH effect and GARCH model

After eliminating the influence of the deterministic non-stationary factors, the volatility of the residual series is stable in most periods, but it will continue to be large in some periods and small in some periods, showing the cluster effect. That is to say, the sequence of residual is error uncorrelated, but its square or absolute value sequence is related. In 1982, Engle proposed an important arch effect test method: Lagrange multiplier test. Arch (q), an autoregressive model, was used to fit the square sequence of residuals. The model is as follows:

\[ e_t^2 = a_0 + \sum_{j=1}^{q} \lambda_j e_{t-j}^2 + \epsilon_t \]  

(2)

In this equation, \( \{\epsilon_t\} \) is white noise sequence and \( a_0 > 0, \lambda_j \geq 0 \). If the equation holds obviously, the square sequence of residual error has autocorrelation, otherwise, the assumption of homogeneity of variance cannot be rejected.

The assumptions of Lagrange multiplier test are as follows:

\[ H_0: \lambda_1 = \lambda_2 = \cdots = \lambda_q = 0 \leftrightarrow H_1: \lambda_1, \lambda_2, \cdots, \lambda_q \text{ are not all } 0 \]  

(3)

Note that the sum of the squares of the total errors is \( \sum_{t=1}^{T} \epsilon_t^2 \), and the Sum of squared residuals is \( \sum_{t=q+1}^{T} \epsilon_t^2 \), and the sum of regression squares is \( \text{SSR} = \text{SST} - \text{SSE} \). Then we can construct test statistics as

\[ \text{LM}(q) = \frac{\text{SSR} / q}{\text{SSE} / (T - 2q - 1)} \]  

[3-5].

The LM statistic approximately obeys the chi square distribution with degree of freedom \( q - 1 \). When the p value of the LM statistic is less than the significance level \( \alpha \), the original hypothesis is rejected and the variance of the sequence is considered to be non-homogeneous.

The distribution of the a-statistic obeys the chi square of the degree of freedom \( B \) approximately. In practice, it is found that the heteroscedasticity function of the residual sequence sometimes has long-term autocorrelation. If we continue to use arch model to fit the heteroscedasticity function, it will produce a very high order of moving average. The difficulty of parameter estimation will increase because of the high order of moving average, and the fitting effect of arch model will become worse[6-8].

Then, in order to correct this problem, T. Bollerslev proposed the GARCH (generalized autoregressive conditional heteroscedasticity) model in 1986, which is abbreviated as GARCH (P, q). The GARCH model is formed by adding the p-order autoregression of heteroscedasticity function on the basis of arch model, which is more obvious in the fitting of heteroscedasticity function with long-term autocorrelation. The advantage of GARCH model is also reflected in the study of volatility [9].

The specific structure of GARCH model is as follows:

\[ a_t = \sigma_t \epsilon_t, \sigma_t^2 = a_0 + \sum_{j=1}^{q} \lambda_j a_{t-j}^2 + \sum_{i=1}^{p} \eta_i \epsilon_{t-i}^2 \]  

(4)

The model has two constraints: \( a_0 > 0, \eta_i \geq 0, \lambda_j \geq 0 \)  

\[ \sum_{i=1}^{\infty} \eta_i + \sum_{j=1}^{\infty} \lambda_j < 1 \].

419
3. The stock price model and forecast of China Eastern Airlines

3.1. Preliminary analysis and pre-processing of data

This paper selects 431 days closing price of China Eastern Airlines (600115) from November 3, 2017 to August 8, 2019 as sample data for analysis and prediction, and the closing price of the last three days is test data. First, we look at the image distribution of the data, as shown in Figure 1.

![Figure 1 (a) Closing price sequence chart of China Eastern Airlines](image1)

![Figure 1 (b) First order difference timing chart of closing price of China Eastern Airlines](image2)

It can be seen from the trend chart that the original sequence and the first-order difference sequence may be stationary, so the ADF unit root test method is used to test if they are stationary.

3.2. Data stationary test

The unit root test is carried out for the original series and the first-order difference series of closing price of China Eastern Airlines to test their stationarity. There are three types of unit root tests in ADF test: the p-order autoregressive process with no constant and no trend; the p-order autoregressive process with constant and no trend; and the p-order autoregressive process with both constant and linear trend. The main test indexes are shown in Table 1 and Table 2.

It can be seen from Table 1 that the P value is far greater than the significance level $\alpha$.
The original hypothesis cannot be rejected, so the closing price time series is not stationary. It can be seen from Table 2 that the P value is less than significance level $\alpha$. The original hypothesis can be rejected, so the closing price time series is stationary. We can use the ARIMA model to fit the closing price series.

<table>
<thead>
<tr>
<th>ADF unit root test</th>
<th>None</th>
<th>Intercept</th>
<th>Trend and intercept</th>
</tr>
</thead>
<tbody>
<tr>
<td>T Statistic</td>
<td>-0.669241</td>
<td>-1.467688</td>
<td>-2.047736</td>
</tr>
<tr>
<td>P value</td>
<td>0.4269</td>
<td>0.5492</td>
<td>0.5729</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ADF unit root test</th>
<th>None</th>
<th>Intercept</th>
<th>Trend and intercept</th>
</tr>
</thead>
<tbody>
<tr>
<td>T Statistic</td>
<td>-22.15083</td>
<td>-22.13431</td>
<td>-22.11502</td>
</tr>
<tr>
<td>P value</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

3.3. Model recognition and modelling

We get the autocorrelation coefficient graph (ACF) and partial autocorrelation coefficient graph (PACF) after the first order difference series of closing price, as shown in Figure 2.

![Autocorrelation coefficient and partial autocorrelation coefficient](image)

It can be seen from Figure 2 that the ACF and PACF of the difference series have certain tailing, and the autocorrelation coefficient and partial autocorrelation coefficient are significant when they are in the third order, so we try to use AR (3) and MA (3) models to fit the series.

It is found that the coefficients of AR (1), AR (2), MA (1) and MA (2) are not significant, so the AR (3) and MA (3) models with missing coefficients are adopted. Since the AIC values of the two models are not significantly different, and there is no significant difference in model order determination and selection, the AR (3) model with missing coefficients is considered to fit the difference sequence. Assuming the closing price series is $X_t$, the fitting model is as follows:

$$Y_t = 0.132254 Y_{t-3} + \varepsilon_t$$

In the equation, $Y_t = X_t - X_{t-1}$. The AR (3) model with missing coefficient is shown in Figure 3.

![The AR (3) model with missing coefficient](image)

After getting the mean equation, we need to check whether the residual sequence $\{\varepsilon_t\}$ is a white
noise sequence. If the residual sequence is not a white noise sequence, the useful information of the sequence has not been fully extracted by the model, and the validity of the model is not strong. The Q statistic test of box Ljung is conducted for the residual sequence to check whether it is irrelevant. The test results are shown in Table 3.

Table 3 White noise test of residual sequence of AR (3) model

<table>
<thead>
<tr>
<th>Lag period</th>
<th>Q statistic</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>6 lag phases</td>
<td>6.0650</td>
<td>0.300</td>
</tr>
<tr>
<td>12 lag phases</td>
<td>8.6572</td>
<td>0.654</td>
</tr>
</tbody>
</table>

Because the p value is far greater than the significance level $\alpha$ ($\alpha = 0.01, 0.05, 0.1$), the original hypothesis of pure random can not be rejected, and the residual sequence is considered as white noise data without autocorrelation.

Further, we draw the diagram of the residual sequence and the residual square sequence, as shown in Figure 4.

![Figure 4 (a) Diagram of the residual sequence](image)

![Figure 4 (b) Diagram of the residual square sequence](image)

From Figure 4, it can be seen that the residual sequence has obvious volatility clustering effect, that is to say, the volatility in some periods is continuously large, while the volatility in some periods is continuously small. so it is considered that there may be conditional heteroscedasticity on
the residual sequence change.

3.4. The arch effect test

The arch effect is tested by Lagrange multiplier, and the test results are shown in Figure 5.

![Figure 5 Arch effect test of the residual sequence](image)

The p value of LM statistic is less than the significance level $\alpha = 0.05$, so the variance of the sequence is not homogeneous, and there is conditional heteroscedasticity on the residual sequence change.

3.5. Establishment of comprehensive model

Because of the conditional heteroscedasticity of the model, GARCH model is considered to fit the residual sequence. The model AR (3) with missing coefficients and GARCH (1, 1) are used for joint estimation. The model is shown in Figure 6.

![Figure 6 Comprehensive model](image)

We get the comprehensive model as follows:

\[
Y_t = 0.132254 Y_{t-3} + a_t
\]  

(6)

\[
\text{GARCH (1, 1) model: } a_t = \sigma_t \epsilon_t, \sigma_t^2 = 0.01593 + 0.124009 a_{t-1}^2 + 0.836758 \sigma_{t-1}^2
\]  

(7)

When the significance level is taken as 0.1, the t-test of model coefficients is passed, and then the white noise test of residual sequence of joint model is considered. Here, the q-statistic test of box Ljung is still used to test whether it is irrelevant. The test results are shown in Table 4.

<table>
<thead>
<tr>
<th>Lag period</th>
<th>Q statistic</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>6 lag phases</td>
<td>4.7655</td>
<td>0.445</td>
</tr>
<tr>
<td>12 lag phases</td>
<td>7.2721</td>
<td>0.777</td>
</tr>
</tbody>
</table>

Because the p value is far greater than the significance level $\alpha (\alpha = 0.01, 0.05, 0.1)$, the residual sequence is white noise data, and the validity of the joint model can be tested.

Next, judge whether there is arch effect in the comprehensive model. Here, Lagrange multiplier test is still used. The test results are shown in Figure 7.
The p-value of LM statistic is far greater than the significance level, which indicates that there is no Heteroscedasticity in the joint model, and the adequacy of the joint model can be tested.

3.6. Forecasting of the model

Next, use the joint model to make short-term forecast on the closing price of August 6, 7 and 8, 2019, and compare it with the actual data. The results are shown in Table 5.

<table>
<thead>
<tr>
<th>date</th>
<th>actual value</th>
<th>forecast value</th>
<th>absolute value of error</th>
</tr>
</thead>
<tbody>
<tr>
<td>August 6, 2019</td>
<td>5.23</td>
<td>5.314615</td>
<td>0.084615</td>
</tr>
<tr>
<td>August 7, 2019</td>
<td>5.12</td>
<td>5.217330</td>
<td>0.09733</td>
</tr>
<tr>
<td>August 8, 2019</td>
<td>5.14</td>
<td>5.097375</td>
<td>0.042625</td>
</tr>
</tbody>
</table>

4. Conclusion

This paper uses the modelling idea of time series analysis to analyze the closing price series of China Eastern Airlines through EViews 8.0. In the process of modeling using ARIMA model, it is found that some items in AR model have no obvious autocorrelation, so the AR model with missing coefficient is used. In the mean equation modelling process, we found that the residual sequence has ARCH effect, and finally fitted the ARIMA-GARCH joint model. The joint model has a good effect on the short-term prediction of stock closing price. The prediction results of the model have certain guiding significance for investors to make full use of market information to make investment decisions.
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